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Homogeneous representation of lines

P2 = R3 − {(0, 0, 0)�}
ax + by + 1.c = 0
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The point x ∈ P2 lies on a line l if and only if

l�x = 0



Points are rays and lines are planes



Intersection of lines
Two line l1 and l2 intersect at x ∈ P2

x = l1 × l2



Line joining points
Two point x1 and x2 form a l ∈ P2

l = x1 × x2



u1 = [100, 98, 1]�

u2 = [105, 95, 1]�

u3 = [107, 90, 1]�

u4 = [110, 85, 1]�

Find the line l such that it is the “closest line” passing through
u1, . . . , u4.
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We want to solve for l such that

U l = 0



The column space (also called the range) of matrix A ∈ Rm×n,
denoted by R(A) is defined as the set of all vectors b ∈ Rm that
can be generated by b = Ax where x ∈ Rn, that is,

R(A) = {b | b = Ax for all x ∈ Rn}. (1)

The nullspace of A ∈ Rm×n is defined as the set of all vectors
x ∈ Rn such that Ax = 0m. In other words,

N (A) = {x ∈ Rn | 0m = Ax}. (2)

The task of finding the column space or the null space is the task
of finding the minimal set of vectors that span the vector spaces
R(A) or N (A) respectively.



Find the R(A) and N (A) of the matrix A
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Four fundamental subspaces of matrix A ∈ Rm×n:
1. Column space: All possible values of b = Ax for any x ∈ Rn.
2. Null space: All possible values of x ∈ Rn so that Ax = 0m.
3. Row space: Column space of A�. All possible values of

b = A�x for any x ∈ Rm.
4. Left Null space: Null space of A�. All possible values of

y ∈ Rm so that y�A = 0.







The four fundamental subspaces of A
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Geometric intuition



Eigenvalues and Eigenvectors
For a square matrix A, the λi and xi that satisfy the following
equation are called eigenvalues and eigenvectors respectively.

Ax = λx or (A − λI)x = 0 (3)

λ is chosen to ensure that A − λI has null space, hence,
characteristic equation

det(A − λI) = 0 (4)

For symmetrix matrix A = A�, eigenvalues are real, and
eigenvectors are orthonormal,

A[x1, . . . , xn] = [x1, . . . , xn]


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λ1 . . . 0
... . . . ...
0 . . . λn
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AS = SΛ (6)
if A = A� then A = SΛS� (7)









Numerical example

A =
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Find eigen values and eigen vectors.



Singular Value Decomposition (SVD)

A = U
�
Σ 0
0 0

�
V � (8)

A�A = V Σ2V −1 (9)
A�Avi = λivi λi = σ2

i (10)

AV = U
�
Σ 0
0 0

�
(11)

U+ = Σ−1AV + (12)



Numerical example
Find singular value decomposition

A =
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Homography



Examples of Homography





Computing Homography



Computing Homography



Solving for Homography derivation



Direct Linear Transformation (DLT) algorithm



2D homography
Given a set of points xi ∈ P2 and a corresponding set of points
x�

i ∈ P2, compute the projective transformation that takes each xi
to x�

i . In a practical situation, the points xi and x�
i are points in

two images (or the same image), each image being considered as a
projective plane P2.



3D to 2D camera projection matrix estimation
Given a set of points Xi in 3D space, and a set of corresponding
points xi in an image, find the 3D to 2D projective P mapping
that maps Xi to xi = PXi .




