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u1 = [100, 98, 1]�

u2 = [105, 95, 1]�

u3 = [107, 90, 1]�

u4 = [110, 85, 1]�

Find the line l such that it is the “closest line” passing through
u1, . . . , u4.
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We want to solve for l such that

U l = 0



Eigenvalues and Eigenvectors
For a square matrix A, the λi and xi that satisfy the following
equation are called eigenvalues and eigenvectors respectively.

Ax = λx or (A − λI)x = 0 (1)

λ is chosen to ensure that A − λI has null space, hence,
characteristic equation

det(A − λI) = 0 (2)

For symmetrix matrix A = A�, eigenvalues are real, and
eigenvectors are orthonormal,

A[x1, . . . , xn] = [x1, . . . , xn]




λ1 . . . 0
... . . . ...
0 . . . λn


 (3)

AS = SΛ (4)
if A = A� then A = SΛS� (5)





Numerical example

A =




1 2 3
4 5 6
2 4 6




Find eigen values and eigen vectors Eigen library.
https://github.com/wecacuee/ECE417-Mobile-Robots/
blob/master/docs/slides/03-04-linear-algebra_files/
findeig.cpp



Not all matrices possess n linearly independent eigenvectors, and
therefore not all matrices are diagonalizable. The standard
example of a ”defective matrix” is

A =
�
0 1
0 0

�





If the eigenvectors x1, . . . , xk correspond to different eigenvalues
λ1, . . . , λk then those eigenvectors are linearly independent.



Find the eigen values and vectors of rotation matrix

R(θ) =
�
cos(θ) − sin(θ)
sin(θ) cos(θ)

�



Find the eigen values and vectors of rotation matrix

R(θ) =




1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)








Compute the exponential of matrix A =
�
−2 1
1 −2

�
using the

series expansion of exp(A) and the fact that An = SΛnS−1.





Hierarchy of transforms





Singular Value Decomposition (SVD)

A = U
�
Σ 0
0 0

�
V � (6)

A�A = V Σ2V −1 (7)
A�Avi = λivi λi = σ2

i (8)

AV = U
�
Σ 0
0 0

�
(9)

U+ = Σ−1AV + (10)



Numerical example
Find singular value decomposition

A =




1 2 3
4 5 6
2 4 6





