Practice Problems for Midterm 1

1. Calculators are allowed
2. Computers are not allowed
3. Show your work

Python Basics

The midterm will be on paper, no computers will be allowed. Make sure you know what the
python code output should be.

Python questions will be restriced to content covered in Python_1.ipynb and Python_2.ipynb

Q1. What will the following code print?

hello = "'Hello'"
name = '"ECE"'
pi = 3.1419

print(f'{hello:s} {name}. pi is {pi:.03f}') # string formatting

Q2. What will the following code print?

xs = [1, 2, 3, 'hello', [4, 5, 6]] # Create a list
print(xs[-1])

Q3. What will the following code print?

nums = list(range(5)) # range is a built-in function that creates a list
print(nums[-2:1])

Q4. Which code is faster? Option 1 or Option 2?

# Code Option 1:

d = {'cat': 'cute', 'dog': 'furry'} # Create a new dictionary with some dat
print(d['dog'])

# Code option 2:

keys = ['cat', 'dog'] # Create the dictionary with keys as lists

values = ['cute', 'furry'] # # Create the dictionary with values as lists
print(values[keys.index('dog')])

Q5. Which code is faster? Option 1 or Option 27?

# Code Option 1:

d = {0: 'cute', 1: 'furry'} # Create a new dictionary with some data
print(d[1])

# Code option 2:



values = ['cute', 'furry'] # # Create the dictionary with values as lists
print(values[1])

Q6. What is the output of the following code?

class Value:
def init (self, v):
self.v = v

def add (self, other):
return self.v * other

print(Value(3) + 2)

Numpy basics

Python questions will be restriced to content covered in NumpyTutorial.ipynb

Q7: What is the output of the following code?

import numpy as np

X = np.array([[1, 2], [3, 41])

y = np.array([[5, 6]])
np.concatenate((x.T, y.T), axis=-1)

Q8. What is the output of the following code?

X = np.array([[1, 21, [3, 41])
y = np.array([[5, 6]1])
X @y.T

Q9. What is the output of the following code?

X = np.array([[1, 2], [3, 41])
y = np.array([[5, 611)
(x * y).sum(axis=-1)

Linear algebra and it's geometry

Q10.
Show that for any vector a = [a1, az, ..., an], it's magnitude squared is same as dot
product with itself i.e. Ha”2 —a'a

A10. The mangitude of n-D vector is given by Ha” = \/a,% + a% + - a% and dot

product the vector with itself is given by



a'a= aial +azaz + -+ -+ anan = a% + a% + o+ a%. Squaring the magnitude

givesus ||al| = af + a2 +--- + a?, whichissameasa'a.

Q11. For given vectors v and u find the projection of v on u proj,, v. Also find the

equation of dotted line which is perpendicular to U and passes through v. Convert the
equation of line to the form y = mx + c.

|

A11.

T w12
[l V13
2. The dotted line is the set of all points X & R? that satisfy u'x=u

1. proj,v=1v

Ty

T
3. Letx = [z, y|. Then the above equation of line can be written as [3, 2] [ ] =12

ordz + 2y =12

Q12.

Convert the following scalar equation into vector form. Your end result should contain
m = [m;c|,y = [y1;Y2; - - - Yn] and X = [@1; X9, . . ., X, ]. You can define other
vectors and matrices as needed, included a vector of ones like 1,,.

e(ma ¢, ($17y1)7 (332’ y2)7 cee (xn, yn)) = (yl - (xlm + C))2 + (y2 - (2132777, + C))i
+ (Yo — (znm + ¢))?

A12. Recall that the magnitude of a vector ||VH = \/U% + v% + -+« 4 v} has a similar

form to the error function. This suggests that we can define an error vector with the signed
error for each data point as it's elements



[ y1 — (mzy +¢) ]
ys — (mzxs + ¢)

| Yn — (mmn +C)_

The total error is same as minimizing the square of error vector magnitude which is further
same as vector product with itself.

e(m,c, (z1,91), (T2, Y2)5 - - -, (Tn, yn)) = |le]|? =e'e
Let us define x = [:1:1; cee) LEn] to denote the vector of all x coordinates of the dataset and
y = [yl; ce yn] to denote y coordinates. Then the error vector is:

e=y— (xm+ 1,c)

where 1,, is a n-D vector of all ones. Finally, we vectorize parameters of the line
m = [m; c]. We will also need to horizontally concatenate X and 1,,. Let's call the result

X =[x1,] € R™*2_Now, the error vector looks like this:
e=y— Xm
Expanding the error magnitude:
2 - X T - X
e[ = (y —Xm) (y — Xm)
= yTy +m'X ' Xm— 2yTXm

Q13:

Convert the following scalar equation into vector form. Your end result should contain
m = [a;b;cl,z = [z1;22;. . .5 20], Y = [Y1;92; - - - ; Yn] @nd X = [@1; T2, . . ., Tp].
You can define other vectors and matrices as needed, included a vector of all ones like 1,,.

e(a, b7 C, (1'1, Y1, zl): ($2, Yo, Zz), ey (wna Yn, Zn)) — (Zl - (wla + ylb + C))2
+ (22— (zaa +yab +¢))* + -+ (20 — (zaa +ynb + ¢))?

A13: A variation of A12

Q14

Convert the following vector equation into even more vectorized form.

e(mo, m, (xl, yl)a (x27 y2)a ) (Xn, yn)) = (yl - (Xle + mU))2

+ (y2 — (xy m+mg))* + -+ + (Yo — (x4 M+ my))”



where m = [my;my; . . .;m,| € R is a p-dimensional vector and

X; = [Ta; Ti0; - . . ; Tip) € RP are p-dimensional vectors forall s = {1, 2, ..

Your end result should contain q = [mo, mi, Mo, ..., mp] S ]Rpﬂ,
Y = [Y1;92; - - -3 Yn] € R" and

T11

Za1

You can define other vectors and matrices as needed, included a vector of all ones like 1,,.

T12

Z22

mlp ) _XI i

51321) X;—
-

{Enp i | Xpn

e R™P

A15. Recall that the magnitude of a vector ||VH = \/vf + vg + - -+ 4 v has a similar

form to the error function. This suggests that we can define an error vector with the signed

error for each data point as it's elements

The total error is same as minimizing the square of error vector magnitude which is further

same as vector product with itself.

e(m07 m, (x17y1)7 (Xz, y2)) ey (xnayn)) - ”eH2 =€

Let us define X = [xlT; e

Y1 — (x{ m+mg) ]

Y2 — (x, m+ my)

Yn — (X;mz +my) |

andy = [yl; el yn] to denote y coordinates. Then the error vector is:

where 1,, is a n-D vector of all ones. Finally, we call parameters of the line q = [mo; m]

e=y— (1,my+ Xm)

We will also need to horizontally concatenate X and 1,,. Let's call the result

X = 1,,X] € R (P+1) Now, the error vector looks like this:

Expanding the error magnitude:

e=y—Xq

lel|> = (y — Xa)"(y — Xq)

— T — —
=y'y+m'X Xq-2y'Xq

T

; X,I] to denote the vector of all x coordinates of the dataset



Q16:

Convert the following scalar equation into vector form. Your end result should contain

m = |[m;c], the matrix W = Diag([w1; w2;...;wn]), ¥y = [y1;Y2; - - - ; Yn] and
X = [ml; T2y ..y zcn] You can define other vectors and matrices as needed, included a
vector of all ones like 1,,.

e(m7 ¢, (xla Y1, w1)7 (xZayQan)a R (xnaynawn)) = w%(yl - (mlm + C))2

+wj(y2 — (wam + ¢))’ + -+ + wi (Yo — (Tam + ¢))?

The matrix W is defined as Diag([w1; w2; . . . ; wy]) which indicates that W is diagonal
matrix of [w1; w2; . . . ; Wn).

'w1 0 “en 0 7

0 wao 0
W = Diag([w1;ws;...;wn]) =

| 0 O Wy,
A16:
Recall that the magnitude of a vector ||v|| = 4/v? + v3 + - - - + v} has a similar form to

the error function. This suggests that we can define an error vector with the signed error for
each data point as it's elements

[ y1 — (mxy +¢) ]
Y2 — (mas + ¢)
e —
| Y — (ma, +c) |

and let W = Diag([w1; we; . .. ;wn]).
Note that

" wi(y1 — (mz1 +¢)) ]

wa(y2 — (mzs + )
We =

w3(y, — (mz, + ¢))

The total error is same as the square of error vector magnitude



e(m, ¢, (21, Y1, 1), (T2, Y2, W2)5 - - s (Tny Yy W) = wi(y1 — (z1m + ¢))?
+wy(yz — (zam + )’ + -+ Wi (Yo — (2am + ) = [We|”
The square of error vector magnitude is same as dot product with itself,
|[We|> = (We)' (We) =e' W' We

Let us define x = [a:l; cees a:n] to denote the vector of all x coordinates of the dataset and

y = [yl; cee; yn] to denote y coordinates. Then the error vector is:
e=y— (xm+ 1,¢)

where 1,, is a n-D vector of all ones. Finally, we vectorize parameters of the line
m = |[m; c]. We will also need to horizontally concatenate X and 1. Let's call the result

X =[x,1,] € R™*2. Now, the error vector looks like this:
e=y— Xm
Expanding the error magnitude:
IWel* = (y - Xm)'W'W(y — Xm)
=y W Wy+m'X"WWXm -2y W WXm

Q17:

Using vector derivatives find the minimum of the following vector quadratic function in 1m:
arg mine(m) = vy W Wy +m'X"W WXm -2y W WXm

The dimensions of the each of the variables are givenm € RP, y € R", W ¢ R™",
X e R".

A17:
8
0' = a—m(yTWTWy +m' X' W WXm -2y W WXm) (1)
—2m" ' X'WWX - 2y ' W'WX (2)

This gives us the solution

m' = (X'WWX)'X'"W Wy

Vector derivatives

Q18:



Find the derivative of f(x) = (x — al)TA(x — ay) with respecto to X.

You can assume A € R™ " to be symmetric. The size of vectors are
X, ai,as,as,b ¢ R"

A18
fx) = (x—a1) A(x —ay)
= XTAX — (a1 -+ az)TAX + a]—az
0
0_).]: = 2XTA — (a1 -+ ag)TA
= (2x — (a; +ay))' A4
Q19:

Find the quadratic approximation of the following function near the point xg:
f(x) = ((x —a;) A(x — az)) ((x — ag)Tb)

You can assume A € R™™" to be symmetric. The size of vectors are
X,aj,az,as, b € R"

A1:

(Vxf(®)]" = ((x—a1) ' A(x —a2)) b' + ((x —a3) 'b) ((2x — (a1 + a2)) ' A)
Vif(x) = ((x —a1) "A(x — az)) b+ ((x — a3) 'b) (A(2x — (a; + ay)))

Vxf(x0) = ((x0 —a1) A(xo — a2)) b + ((x0 — a3) ' b) (A(2x0 — (a1 + a2)))

Hf(x) = V2£(x) = b(2x — (a1 +a2)) A + (A(2x — (a1 + 82))) b
+ ((x — a3)Tb) (24)

H f(x0) = Vif(x0) = b(2x0 — (a1 + a2)) ' A + (A(2x0 — (a1 + a2))) b’
+ ((Xo — as)Tb) (24)

The quadratic approximation by Taylor series is:

F(x) = f(x0) + [Vxf(x0)] " (x — x0) + (x — x0) " H f(%0)(x — %)

Q20
Show that for ¢, x € R"



0

T T
—c XxX=c
ox

A20: Letc = [c1,¢2,...,Cn) and X = [z1,X2,...Tp

Let f(x) =c¢'x = ;o1 + CoaTo + ... CpTy

of
o
of
Oz,
of
oz, "

By Jacobian convention, we arrange the partial derivatives in a row vector:

ich _ [ of  of of ]
8x o 8€E1 8.’172 U 8513n
-
2[61 c2 ... cn]ZC
Q21:
Show thatfor A € R™" x € R"
0
X
A21: LetX = [T1; Xo; . . . Ty
_ - - T
ai; Qa2 e Qp a,
as1 Gz ... Q2 a; )
LetA = | o | =1 7| wherea] € R"™ are the row
| Ap1l  Ap2 cee Ann | _ag |
vectors of matrix A.
Then
a, a; x
T T
a, a, x
Ax = Clx=
| a,) | | a)x




Let

f(x)

" f1(x) T [a] x ]
fa(x) a, x
= A_x:
| fu(x) | a)x |

By Jacobian convention we arrange the partial derivatives of each function component

column-wise

Q22:

ox
an (X)
ox

O fn(x)
ox

Use vector-derivative chain rule:

- 0f (%)

- 8a1Tx -
ox [ a;r ]
dal x
2 a;l'
_ ox _
8a;x | a;ll' i
| ox

of(g(x))  of Og

ox

- 0g Ox

for any function g : R — R™ and f : R™ > R°.

Show that forx € R amd A € R™*"

0
—X

ox

A22:

For product of any two vectors

If y is a function of X, then

0
—X

o0x

ox

TAx=x"(A" +A)

Xy=Y

0 oy
S o T 9y
v+ (5=7) (%)

= yT +XT (8_}’)

ox

(10)



Ify = Ax, then

oy 0
and
ixTAx =y +x' 9y —x'A" +x"A=x"(A"T +A)
ox ox
Perceptron
Q23:

You are given 2D points and corresponding labels as a training dataset

{(2131, Y1, ll), (33‘2, Yo, lg), ceey (.’En, UYn, ln)}, where x; € R, y; € R and the labels

l; € {—1,1}. Use the model I ; = sign(y; — (ma; + ¢)) to construct a loss (or error)
function. Find the gradient of the loss function with respect to the vector m = [m; c].

A23

0 if sign(y; — mx; +c¢) =1;

e(yi, zi;m, c) = { ly; — (max; +c¢)| if sign(y; — ma; +c) # 1

0 if sign(y; — mx; +c¢) =1;

e(yi, zi;m, c) = { ly; — (max; +c¢)| if sign(y; — ma; +c) # 1

e(y;, T;; m) = ’ A
Yis Ti5 - |yz_[wz 1]m| lf[xl 1]m7£lz

Ifl; € {—1, 1}, then we can write
e(y;, ¢;;m) = max{0, —l;(y; — [z; 1]m)}
Vme(yi, zi;m) = max{0,l;([z; 1])}

For the entire dataset, we have Y = [y1; . ..; Yn] and X = [zq;. .. @,],
1 =[l3;...;1,] the average error is:

(x,yim) = —1 max{0, 10 (y  [x 1,]m))

and the average gradient is:



1
Vme(x,y;m) = El; max{0,1® ([x 1,])}

Q24

You are given p-D points X; € R? and corresponding labels as a training dataset
{(x1,4), (x2,12), ..., (xpn,1,)}, where x; € R?, and the labels [; € {—1,1}. Use

A

the model [ ; = Sign(x;m + mo)) to construct a loss (or error) function. Find the

gradient of the loss function with respect to the vector q = [mg; m]

A24:

e(mo, M%) =\ | xTm 4 mo| if sign(x) m + mg) #

{ 0 if sign(x, m +mg) =

0 if sign(x, m+ mg) =,

e(yi7 Ti;Mm, C) = {

x, m+myg| if sign(x; m+mg) #1;

=]

q:

m

0 if [1 x;
11 x/]aq if[1 x/]a#l

e(mg, m; x;) = {

Ifl; € {—1, 1}, then we can write
e(mg, m;x;) = max{0, —li([ 1 x:} q)}
Vme(mg, m; x;) = max{0, —li([l xiT ] )}

For the entire dataset, we have X = [XI; e ;XZ], 1=[ly;...;1,] the average

error is:
1+
e(m; X,1) = ;171 max{0,-10® ([1, X]|q)}
and the average gradient is:

Vie(m; X,1) = 17 max{0,10 ([1, X))

Autograd



Q25:

Describe the Forward mode and reverse mode differentitation and their differences?

Consider the following functions which one of the two will you use for:

1. f(x) : R? — R
2. f(x) : R' —» R?

A25:

1. Forward mode and reverse mode differentiation differ by the order in which the chain
rule jacobians get multiplied. For example, if you are required to take the derivative of
the the function by chain rule f(g(h(x))), where h : R"” — R™ g: R™ — R°,
and h : R° — R then by chain rule:

of  of O0g oh
0x  Og Oh Ox

There are two options for multipliying the jacobians

of [ 0g 6h
¢ \ @h x
of 0g\ Oh
dg 6h ) 0x

How many operations (additions and multiplications) does it take to multiple two matrices of
size A € R™" and B € R""P2

a. Forward mode

b. Reverse mode

Q26:

A26: mp(2n — 1).

There exist matrix algorithms that are faster than O(ng). They speed up matrix
multiplication to O (n27).

Q27:

Write the reverse mode vector-Jacobian product(s) for the following operations:

1. f(z) = exp(x) where x € R
2. f(a,v) = avwherea € Randv € R"
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3. f(a,b) =a'bwherea € R"andb ¢ R"
4. f(A,b) = Abwhere A € R™" andb € R"

5. F(A,B) = AB where A € R™" and B € R"*?

A27:

ol
Let the vector be af

oL _ al
15 = a—fea:p(a:)

2. Let the vector be % Then,

ol __ 0l ol __ 0l
8_Oé —= EV and E = EaIan
ol
3. Let the vector be a7 Then
O _ AT O AT
9a — oy P and gy = 52

Define matrix multiplication to be: Let

ail
az1

| Oml

then,

Oai1
ol
6l 8021

0A

ol
aaml

4. Let the vector be % Then

o _ oL oy T
%—EAand—A—af b

5. Let the vector be g—ll? € RP*™ Then

o _ ol o _ ATOL
9a — arpD and g = A op

ai2
a2

am?2

ol
8&12
ol
8(122

ol

8am2

QA1n

Q2n

Amn

ol
8aln

ol
8(12"

ol

Ot




Q28:

Write the forward-mode Jacobian-vector product(s) for the following operations

1. f(z) = exp(x) where x € R

2. f(a,v) = avwherea € Rand v € R"

3. f(a,b) =a'bwherea € R"and b € R"

4. f(A,b) = Abwhere A € R™"*" andb € R"

5. F(A,B) = AB where A € R™"*" and B € R"*?

A28:

Let the vector be %

of oz
Oa

2. Let the vectors be ot

ov
and ot . Then,

of
at

< Oa ov
=V talua gy

Oa 0b
3. Let the vectors be e and B Then

Of 1.7 0da T 6b
8t_b 8t+a ot

0A 0b
4. Let the vectors be e and B Then

of _ 0A ob
ot 6tb+A8t

0A 0B
5. Let the vectors be rra and el Then

OF _ 0A 9B
7 — B tAG






