
Multi layer Perceptron

All figures are from Chapter 3 of UDLBook. https://github.com/udlbook/udlbook

Recall the single layer perceptron

Linear Separability: If the data from two or more classses can be separated by a line in 2D 
and a hyperplane in n-D (n>2).



 

 

l = f(x) = w
⊤
x+ w0



Multi Layer Perceptrons

ReLU activation function 

Two layer Perceptron

Example

ReLU(z) = max{0, z}

y = f(x) = Linear( Activation_function( Linear(x)))

a(x) = ReLU(x)

h1 = a(θ10 + θ11x)

h2 = a(θ20 + θ21x)

h3 = a(θ30 + θ31x)

ReLU = Rectified Linear Unit



Depicting Neural Networks

Universal Approximation Theorem

y = ϕ0 + ϕ1h1 + ϕ2h2 + ϕ3h3



Multivariate outputs

You can approximate any function with arbitrary accuracy with 2-layer Neural Network
if you are allowed to have arbitrary number of hidden units.



In all these regions, there exists a lot of symmetries
and repeated patterns.



Activation functions
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